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Understanding Decision-Making of Autonomous
Driving via Semantic Attribution

Rui Shi , Tianxing Li , Yasushi Yamaguchi , Member, IEEE, and Liguo Zhang , Member, IEEE

Abstract— Understanding decision-making in autonomous
driving models is essential for real-world applications. Attribution
explanation is a primary research direction for interpreting
neural network decisions. However, in the context of autonomous
driving, numerical attributions fail to interpret the complex
semantic information and often result in explanations that
are difficult to understand. This paper introduces a novel
semantic attribution approach that both identifies where impor-
tant features appear and provides intuitive information about
what they represent. To establish the semantic correspondences
for attributions, we propose an interpreting framework that
integrates unsupervised differentiable semantic representations
with the attribution computational model. To further enhance
the accuracy of the attribution computation while ensuring
strong semantic correspondence, we design a Semantic-Informed
Aumann-Shapley (SIAS) method, which defines a novel inte-
gration path solution using constraints from semantic scores
and discrete gradients. Extensive experiments confirm that our
method outperforms state-of-the-art explanation techniques both
qualitatively and quantitatively in autonomous driving scenarios.

Index Terms— Autonomous driving, attribution explanation,
semantic representation, Shapley value.

I. INTRODUCTION

AUTONOMOUS driving has the potential to significantly
reduce traffic accidents and enhance road safety, cap-

turing the interest of the transportation, robotics, and artificial
intelligence research communities [1]. Recent advancements in
artificial intelligence have driven remarkable progress across
a wide array of tasks related to autonomous driving. There
are various types of deep neural networks (DNNs) have been
developed, each tailored for specific applications e.g., traffic
object detection [2], [3], scene understanding [4], [5], vehicle
localization [6], [7], motion planning [8], [9], trajectory track-
ing [10], [11], and end-to-end decision-making [12], [13].
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Fig. 1. Attribution results with and without semantic information. The
explanation result of [14] is shown on the left. The results generated by our
attribution method are shown on the right. Attribution results that incorporate
semantic information are more comprehensible and help avoid potential
misunderstandings due to noise disturbance.

Although DNNs are essential for advancing autonomous
driving technologies, they present a significant chal-
lenge: decision-making processes lack interpretability. This
black-box nature stems from the fact that DNN operations
involve nested sequences of complex nonlinear functions. The
difficulty in understanding how inputs affect driving decisions
presents a substantial barrier to DNN deployment in real-
world scenarios, particularly in dynamic and unpredictable
driving environments where trust and reliability are paramount.
To address this challenge, researchers have developed various
attribution methods [15], [16]. These methods aim to clarify
decision-making by quantifying the influence of specific input
features on the decisions, thus enhancing the transparency and
trustworthiness of autonomous driving models.

Attribution methods are versatile and can be applied to
diverse application scenarios; however, decision-making of
autonomous driving models presents a unique challenge due
to the random distribution of numerous object semantics
within the environment. Previous attribution methods primarily
calculate feature contributions but fall short in establishing
causal relationships between object semantics and decisions.
This means that explanations can only provide limited insights,
indicating only “where” important features are located, with-
out clarifying “what” features represent, as depicted in the
bottom-left corner of Fig. 1. Furthermore, the complexity
of traffic scenarios often leads to attribution results being
disturbed by noise, making it more challenging to accurately
and directly understand the semantic meanings of features.
Consequently, these partial insights place the burden of inter-
preting the model reasoning squarely on users.
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Fig. 2. Fully differentiable autonomous driving decision-making process. Starting from blob information, an input image is generated, which then passes
through the autonomous driving model to obtain the decision. Additionally, the entire process supports backpropagation. Black arrows indicate forward
propagation and red arrows indicate backpropagation.

In this context, our goal is to answer both the “where” and
“what” questions regarding the model decision during driving.
This involves not only providing precise attribution but also
automatically highlighting the distinct semantics, as demon-
strated in the bottom-right corner of Fig. 1. The intrinsic value
of incorporating semantics into attribution explanations lies in
transcending mere heatmaps to create semantic regions that are
readily identifiable by humans. This enhancement improves
the utility of interpretation tools, enabling researchers and
engineers to comprehend the explanation results on a more
tangible and recognizable level.

Given the semantic complexity of driving scenarios, labeling
semantics manually is impractical. This challenge inspires us
to employ unsupervised learning techniques, specifically uti-
lizing a spatial-disentangled semantic representation approach
BlobGAN [17], to train a generator that represents semantics
as blobs from extensive unlabeled driving data. Subsequently,
we introduce the Aumann-Shapley (AS) method [18], adapted
for infinite games, as our attribution computational model. The
introduction of AS method is facilitated by the differentiabil-
ity of both the blob generator and the autonomous driving
model, enabling the discrete-gradient-based AS method to
trace decisions from output back through image space to blob
information for attribution calculation (the backpropagation
indicated by the red arrows shown in Fig. 2). Our interpret-
ing framework, which integrates unsupervised differentiable
semantic representations with the attribution computational
model, not only quantifies the influences of input features
but also establishes semantic-level correspondences, offering
readily comprehensible explanations for driving decisions.

Despite establishing semantic correspondences for attribu-
tions, the random distribution of semantics in driving scenarios
can still compromise the accuracy of attribution computation.
To solve this problem, we design a semantic-informed method
to enhance the AS computational model. Theoretically, the
AS computation is a path integral where the choice of the
integration path should ideally not impact the results. However,
our empirical investigations using the BDD100k [19] and
BDD-OIA [20] datasets have shown that in practical applica-
tions of autonomous driving models, the choice of integration
path can significantly impact attribution accuracy. This effect
arises from the discretization of gradients and the use of
integral approximation methods, and is exacerbated when
the integration paths ignore semantic information. With this
observation, our intuition is that in a majority of perceptually
unconstrained traffic scenarios, the semantic information is
coherent; therefore, the integration path should be designed

to avoid disruption of coherence within individual semantic
regions and to exclude anomalous samples. With this idea,
we propose the Semantic-Informed Aumann-Shapley (SIAS)
attribution method.

Our SIAS attribution method introduces a novel integration
path that progresses from the baseline to the input. At each
step, the method adaptively selects features based on the
constraints that consider both the influence and the semantics
of the features. Unlike previous methods that focus solely
on pixel attributions, we extend our approach to include
blob attributions, which we refer to as feature attributions.
As the magnitude of specific features (pixels in image space,
blob feature parameters in blob generator) reaches equiva-
lence with those in the input being interpreted, they are no
longer candidates for selection. This approach ensures that
the attributions maintain strong semantic correspondences and
improve in accuracy throughout path integral. Both qualitative
and quantitative experiments conducted on large-scale datasets
highlight the advantages of SIAS compared to previous attri-
bution explanation methods. Our main contributions are as
follows:

• We propose a framework that simultaneously addresses
the “where” and “what” questions of model inference
by combining unsupervised spatial-disentangled learning
with the AS-based attribution method. This integra-
tion can autonomously generate semantically equipped
attribution explanations, thereby enhancing the compre-
hensibility of driving decision attributions.

• We design Semantic-Informed Aumann-Shapley (SIAS),
an attribution method that selects an integration path by
incorporating semantic blobs and differential constraints.
We validate our proposal on two datasets using multiple
quantitative and qualitative metrics, demonstrating its
ability to accurately capture scene semantics and interpret
decision-making.

II. RELATED WORK

A. Attribution Methods for Autonomous Driving

The importance of explainability in autonomous driving
has received increasing attention by researchers [21], [22].
Recent literature categorizes attribution interpreting methods
into those that perturb the input [23], [24], rely on back-
propagation [14], [16], [25], [26], [27], [28], and hybrid
techniques that combine these methods [29], [30]. Our work
enhances the Aumann-Shapley values, a key technique within
the backpropagation category, contributing to advancements in
this field.
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Perturbation-based methods modify input features and
observe output changes. Sacha et al. [23] utilized seman-
tic segmentation to adaptably identify key input features.
Shrikumar et al. [24] created DeepLIFT, which measures neu-
ron activation against a reference state to trace connections
between neurons. Despite their flexibility, they often suffer
from inefficiency due to the necessity of multiple iterations or
operations for each input.

Backpropagation-based methods that use the accessible
gradients with respect to input features to generate attri-
butions are the most commonly employed technique for
autonomous driving models. GradShap [31] is applied to
scenarios such as traffic object detection [25] and lane change
predictions [16], effectively showing the rationale behind
specific autonomous driving decisions. Shi et al. [14] explored
the impact of the baseline on Aumann-Shapley attributions
and introduced an optimization-based method for generat-
ing baselines. Chen et al. [26] proposed PropShapley that
constructs a Shapley-value propagation model to facilitate
attribution computation in DNNs across different modalities.
Bojarski et al. [27] defined a propagation rule (VisualBack-
Prop) similar to deconvolution to visualize attributions in
autonomous driving scenarios. Additionally, several DNN
attribution methods originally developed for specific fields like
biology, economics, and psychology [28], [32], [33], [34], [35]
could be adapted to enhance autonomous driving models with
slight modifications.

Hybrid attribution methods merge techniques like backprop-
agation and attribution baselines, exemplified by the layer-wise
relevance propagation optimization [29] and the attribution
aggregating [30]. Although previous methods successfully
establish input-output causality, they do not include semantic
information in attribution explanations. This limitation can
diminish the clarity and utility of attributions in autonomous
driving, especially in complex traffic scenarios where a deep
understanding of semantic details is essential.

B. Explainable Autonomous Driving Methods

Building interpretable models of autonomous driving
through attention mechanisms [36] have been explored in
various driving contexts, including object detection [37], [38],
[39], motion forecasting [40], [41], [42], driver attention
prediction [43], and recent end-to-end models [44], [45],
[46], [47]. Attention models of growing popularity produce
heatmap explanations that closely resemble those generated
by attribution methods. However, there are two key differences
between these methods. Firstly, attribution methods come up
with theoretical guarantees, such as the axiom constraints
of Aumann-Shapley attributions; these are foundational prin-
ciples integrated during the development of the attribution
computational models. Furthermore, attribution methods are
highly versatile and can be applied across a diverse range of
network structures. In contrast, attention models are generally
restricted to specific network structures, with a primary focus
on self-attention architectures.

There are explanation methods that employ generative
techniques, such as generative adversarial networks (GANs),

to create images that help understand autonomous driving
decisions by contrasting generated images with the origi-
nal input [48]. These methods often utilize GAN models
inspired by the StyleGAN architecture [49], [50], with
examples including OCTET [51] and SAFE [52], [53].
Although our method similarly employs a generative model,
it diverges significantly in its application: we generate attri-
bution explanations that directly relate to the decision-making
process, whereas the aforementioned methods primarily pro-
duce driving scene images that lack explicit relevance to
decision-making.

C. Datasets for Autonomous Driving

Numerous datasets can be used for autonomous driving
research, such as nuScenes [54], HDD [55], CityScapes [56],
Apolloscape [57], Oxford RobotCar [58], and BDD100K [19].
BDD100K, one of the largest driving video datasets, includes
100k videos that span a wide array of tasks critical to
autonomous driving technologies like object and lane detec-
tion. This extensive collection not only supports a broad range
of computer vision tasks but also facilitates advanced research
and development in automated driving systems. Its subset,
BDD-OIA [20], selected for its richness in pedestrian, bicycle,
and vehicle presence, provides ground truth for four driving
decisions and 21 explanation annotations. The selection of
BDD datasets is primarily due to their extensive task labels and
annotations conducive to interpretability studies. The value of
BDD datasets, particularly with BDD-OIA’s detailed annota-
tions, extends typical research applications. They are useful in
conducting interpretability experiments, which are crucial for
validating the decisions made by autonomous driving models.
Additionally, the rich annotations facilitate the design of user
studies and the creation of robust validation sets, ensuring
that the models developed are not only effective but also
transparent and understandable.

III. SEMANTIC ATTRIBUTION INTEGRATION

In this section, we present our framework that inte-
grates attribution with semantics to gain insight into the
decision-making process of autonomous driving models.
For attribution calculation, we employ the Aumann-Shapley
method [18], which relies on discrete gradients. By integrat-
ing this method with differentiable semantic representations,
we achieve the generation of semantic attributions, providing
deeper insights into model decisions.

For semantic representation, we employ BlobGAN [17]
to capture the semantic information of traffic scenes in an
unsupervised manner. This GAN model encodes traffic scenes
into semantic blobs, where each blob represents a specific
scene or object. These semantic blobs can then be used to
reconstruct the original scenes. Additionally, since BlobGAN
is differentiable, it facilitates easy access to discrete gradi-
ents. As shown in Fig. 2, the forward propagation in our
decision-making process proceeds from blob parameters to the
decision, while backward propagation traces from the decision
back to the image space and ultimately to the blob parameters.
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Regarding the BlobGAN, each traffic scene image is
encoded into multiple semantic blobs. Each blob is represented
as an ellipse defined by its center coordinates p ∈ [0, 1]

2, scale
σ ∈ R, aspect ratio r ∈ R, and rotation angle θ ∈ [−π, π].
These parameters capture the size and orientation of objects
within the scene. Additionally, each blob is characterized by
structural and style features ψ ∈ Rdfea , which determine the
finer details of the object. For instance, a blob representing a
traffic light can alter its shape from circular to square and its
color from green to red by adjusting the structural and style
features ψ .

The key element of generating the blob map is the blob
score S which represents the semantic distribution. We employ
the squared Mahalanobis distance as the metric for S, aligning
with the approach originally used in [17]. The formulation of
the blob score is specified as follows:

S = sigmoid(σ − (1p)T (R6R)−1(1p)), (1a)
1p = pgrid − p, (1b)

6 =

[
r 0

0
1
r

]
, (1c)

where 6 represents an ellipse influenced by the aspect ratio
r , and may require additional scaling to adjust blob edge
in programming implementation. pgrid ∈ {(w/W, h/H)}W,H

w,h
represents the coordinates on a grid normalized by the image
dimensions W (width) and H (height). p stands for the center
coordinate of a blob ellipse. σ denotes the scale of a blob
ellipse. R is the 2D rotation matrix corresponding to the
rotation angle θ . The function sigmoid is used for smoothing
the transition of the blob score.

Up to this point, blobs contain only implicit semantic infor-
mation, not direct natural language descriptions, i.e., we still
cannot obtain language-level semantic results. To enhance
semantic interpretation, we further assign labels to each blob
by examining how changes in pixels intersect with semantic
segmentation labels from the BDD dataset, such as “traffic
light,” “car,” and “building.” Additionally, we manually append
directional labels like “front,” “left,” and so forth. While this
process still requires manual input, the task of annotating
several blobs is relatively minor compared to the extensive
effort needed to label a large dataset. The blobs learned
through unsupervised learning on the large-scale BDD dataset
possess semantic representation capabilities. By encoding
images into these blobs, an automatic correspondence between
the image regions and blob semantics can be established.
Importantly, the transformation process from image to blob is
differentiable, allowing for the direct application of attribution
techniques. This capability facilitates the establishment of
a causal relationship between specific image regions and
the corresponding blobs. As a result, it becomes feasible to
autonomously assign natural language-level semantic informa-
tion to the attribution results, enhancing the interpretability
and practical utility of the model outputs in real-world
applications.

For the attribution computation model, the detailed discus-
sion will be introduced in Sec. IV. For now, it suffices to
say that, accurate attributions can be calculated with discrete

Fig. 3. A brief overview of the methodological contributions of this work.
Our attribution method can further backpropagate to the blob parameter after
backtracking to the image space, equipping attributions with explicit semantic
information.

gradients based on the AS method. The characteristics of our
method are visualized in Fig. 3. Initially, the attribution calcu-
lations to the image space may seem to lack explicit semantic
connections, as shown in the top-middle part of Fig. 3. The
attribution calculation typically yields only a heatmap, which
places the burden of deciphering specific meanings on the user,
which can be challenging to interpret. For instance, the traffic
light and the building on the left side of this image overlap,
discerning the semantic information solely from the heatmap
becomes unfeasible. However, by tracing these calculations
back to the blob parameters, we can equip attributions with
specific and clear semantics. Moreover, attributions can be
further examined statistically by employing a bar chart or other
statistical techniques. Semantic attribution enables a deeper
and more structured analysis of how different input features
contribute to decision-making.

IV. SEMANTIC-INFORMED AUMANN-SHAPLEY
ATTRIBUTION METHOD

In this section, we introduce the adaptation of
Aumann-Shapley values to DNNs and our semantic-informed
attribution computation method.

A. Aumann-Shapley Values in DNNs

In game theory, the Aumann-Shapley value is used to
quantify the contribution of each participant to a specific
outcome when all participants are involved in the game. The
fundamental concept can be adapted to DNNs, allowing for
the calculation of neuron contributions. Consider an input
x and a corresponding baseline x̄ , where x̄ represents the
scenario with missing information. We define an integration
path µ(t) between x and x̄ , parameterized by t ∈ [0, 1], where
µi (0) = x̄i and µi (1) = xi represent the values of the i-
th feature at the beginning and end of the path, respectively.
For the original AS computation, the path is defined as a
straight-line path given by µ(t) = (1− t)x̄ + t x . Note that this
path definition does not incorporate any semantic or scenario-
related information. In the context of the autonomous driving
model, the function f represents the model itself, while f d

denotes the output decision d generated by the model. Given
the output f d , the initial idea of the Aumann-Shapley method

Authorized licensed use limited to: BEIJING UNIVERSITY OF TECHNOLOGY. Downloaded on January 16,2025 at 05:03:16 UTC from IEEE Xplore.  Restrictions apply. 



SHI et al.: UNDERSTANDING DECISION-MAKING OF AUTONOMOUS DRIVING VIA SEMANTIC ATTRIBUTION 287

involves assessing the marginal contributions of features:

φi =

∫ 1

t=0

(
f d (µ(t)+1xi )− f d (µ(t))

)
dt, (2)

where 1xi = xi − x̄i denotes the change in feature value along
the path. This mechanism enables the measurement of how
modifications in feature values influence the output. To further
illustrate the sensitivity of the output to changes in input,
f d (µ(t)+1xi ) undergoes a Taylor series expansion:

f d (µ(t)+1xi )= f d (µ(t))+1xi
∂ f d (µ(t))

∂xi
+O

[
(1xi )

2
]
,

(3)

where the remainder term O
[
(1xi )

2] is ignored in practice.
Then, Eq. (3) can be incorporated into Eq. (2) to yield a refined
expression of the Aumann-Shapley value:

φi = 1xi

∫ 1

t=0

∂ f d (µ(t))
∂xi

dt. (4)

where the Aumann-Shapley value φi (µ) is the gradient integral
along the path described by µ(t). However, directly perform-
ing integrals in DNNs is impractical due to the discrete nature
of data inputs and the discontinuities introduced by activation
functions. Moreover, the high dimensionality and complexity
of networks make such computations computationally inten-
sive. Therefore, we discretize the continuous integral using
Gauss-Legendre quadrature as follows:

φi = 1xi

K∑
k=1

1

(1 − ξ2
k )

[
P ′

K (ξk)
]2
∂ f d (µ(ξk))

∂xi
, (5)

where K is the number of sample points used in the
Gauss-Legendre quadrature, each contributing to the discrete
approximation of the integral that quantifies the influence of
the input feature on the output. The term ξk represents the
quadrature point of the k-th Legendre polynomial. P ′

K is the
derivative of Legendre polynomials at the sample point. µ(ξk)

is the evaluation of the path µ at these Gauss-Legendre sample
points.

B. SIAS Computational Model

Despite the Aumann-Shapley values offering ideal theoreti-
cal properties for measuring feature attributions, its application
to DNNs often yields inaccurate attributions in regions
independent of decision-making. The choice of integration
path µ(·) significantly influences the attributions results.
An ideal path should effectively identify regions that influence
decision-making while distinguishing among semantic regions,
ensuring that the movement of individual semantic regions
along the path is gradual. However, the commonly used
straight-line path in original Aumann-Shapley values, which
uniformly interpolates input features from a baseline to the
input, fails to achieve this. It treats all regions equally, without
considering the actual semantic distribution, thus breaking
the coherence within individual semantic regions during the
path integral computation. Consequently, this approach allows
features that do not really contribute to the final output to
mistakenly receive non-zero attribution scores.

Fig. 4. Semantic-informed integration path selection. The top row shows
the original images, and the middle row displays blob maps. The 3D
images below are determined by combining semantic blobs with gradient
information. During the path integral of the attribution calculation, the regions
corresponding to lower values in the 3D image are first modified from the
baseline to the input features, followed by modifications to the regions with
higher values. This process can be viewed as a gradual transition from the
outside (lower values) to the inside (higher values) of individual semantic
regions, with the path being sequentially ordered within each semantic region.
The peaks on the left and right images are at traffic light regions. These images
are best viewed on screen.

To address this issue, we propose the Semantic-Informed
Aumann-Shapley (SIAS) attribution computation method.
SIAS defines a path selection from the baseline to the input,
selectively modifying features that satisfy both semantic region
constraints and gradient requirements, as shown in Fig. 4.
In this configuration, the pixel values do not change gradually
as in the original AS path; instead, they transition directly
from the selected baseline values to the input values. By doing
this at each step of the modification process, SIAS effectively
minimizes the attributions in semantically irrelevant regions,
thereby refining the accuracy of the attribution. Specifically,
we first define constraints that include semantic correlations:

Lsc =

∥∥∥∥∥
∫ 1

t=0
log(1 + S)

∣∣∣∣∂ f d (µ(t))
∂ (µ(t))

∣∣∣∣ dt

∥∥∥∥∥
2

, (6)

where log(·) scales the contribution of each pixel along
the path according to its semantic relevance, ensuring that
regions with higher semantic scores have a more pronounced
impact on the trajectory. S is the distance metric denoting
the blob score as defined in Eq. (1a). By minimizing Lsc,
we can avoid high gradient directions that lead to unstable
and less interpretable model explanations, ensuring a focus on
semantically meaningful regions. The optimal solution path to
minimize Lsc is unbounded and can deviate infinitely off the
baseline-input region. We therefore incorporate an additional
ℓ2 norm constraint Llen that minimizes the path length µ(t)
relative to the straight line path µstr(t). This proximity reduces
the risk of traversing out-of-distribution areas that could lead
to unreliable attributions. Moreover, shorter paths inherently
promote stability and computational efficiency, ensuring the
explanations are both robust and practically feasible. Overall,
the objective is to identify the optimal path µ∗:

µ∗
= arg min

µ
Lsc + λLlen, (7)

where λ is the balancing coefficient, which is converted to an
implicit expression by our path design in practice.
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Building on the above objectives, we establish specific rules
for directing feature transitions. We partition the original path
from the baseline to the input into M smaller segments. For
each segment, we apply a predefined rule to guide the relevant
feature from the beginning to the end of the segment. This
strategy ensures that each step of the trajectory of features
is controlled and consistent with the path length objectives.
In the m-th segment, we identify the set of features U(m), that
have not yet achieved their values in the input xi :

U(m) =

{
i |x̂ (m)i ̸= xi

}
, (8)

where x̂ (m)i represents the current value of feature i at segment
m. To refine our selection within this set, we establish criteria
g(m)i for choosing features based on their partial derivatives
and semantic scores, and select a subset P(m):

g(m)i = log(1 + si )

∣∣∣∣∂ f d(X)
∂xi

∣∣∣∣ , (9)

P(m) =

{
i |g(m)i ⩽ y(α, {g(m)i |i ∈ U(m)})

}
, (10)

where the specific threshold condition is defined by y(·), with
the parameter α. For example, by setting α = 0.05, the
function y can be designed to identify the threshold such
that only the features whose g(m)i values are in the lowest
5% among those in U(m) are selected to form P(m). Finally,
for the m-th segment we define the starting point X̂ (m)0 , the
ending point X̂ (m)1 , and the directional derivative of the path
at those features that satisfy i ∈ P(m):

X̂ (m)0 = X̄ +
m − 1

M

(
X − X̄

)
,

X̂ (m)1 = X̄ +
m
M

(
X − X̄

)
,

∂µi (ξk)

∂k
=

1
M
1xi

(
−
π

K
sin

(
π

k + 1/2
K

))
,

(11)

where K is the number of sample points used in the Gauss-
Legendre quadrature. k means the k-th sample point of the
Gauss-Legendre quadrature. M is the number of segments
between the baseline and the input. In general, the proposed
SIAS defines a path that progresses through several steps.
At each step, it identifies and selects the subset of features that
exhibit the lowest values according to semantic-informed par-
tial derivatives. These selected features are then incrementally
moved to more closely match their corresponding values in
the original input, while all other features are left unchanged.
As the intensity of features align completely with those in
the input, they are no longer adjusted. By employing the
semantic-informed integration paths, we achieve attribution
results that are more relevant to autonomous driving decisions,
reduce noise in semantically incoherent regions, and enhance
the clarity of attribution explanations.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Implementation Details

For our experiments, we utilize the BDD100k dataset, which
comprises 100k images resized to 512 × 256. Additionally,
we incorporate the BDD-OIA, an extension of 20k scenes from

BDD100k, annotated with binary labels indicating possible
actions for the ego-vehicle: “Forward,” “Brake,” “Turn Left,”
and “Turn Right.” Note that actions such as “Turn Right”
and “Forward” are not mutually exclusive in this context.
For comparative analysis, we utilize the validation set of the
BDD dataset. For experiments requiring semantic segmen-
tation labels, we use the 1k validation subset that includes
detailed semantic-level annotations.

We train a multi-label binary DenseNet on BDD-OIA as
the autonomous driving model being explained, following the
implementation previously described in [59]. The advantage of
choosing DenseNet lies in its complex inter-layer connectivity,
which enhances the testing of attributional computational
modeling capabilities. Because attribution methods that per-
form well on DNNs with complex structures are considered
more robust and have better generalization capabilities. The
DenseNet trained on BDD-OIA can be considered as an end-
to-end model trained with an imitation learning-style strategy.
We train a BlobGAN on the BDD100k dataset, the most train-
ing settings remain same as in the original paper [17]. To adapt
BlobGAN for generating rectangular images, we modify the
feature grid size from 16×16 to 8×16 and empirically increase
the number of blob types to 40 to match the object classes
of panoptic segmentation labels in the BDD dataset. We set
the structural and style feature sizes at 256 to manage com-
plexity effectively. For the stopping criterion, one of the most
important hyperparameters for training a BlobGAN, we chose
the Fréchet Inception Distance (FID) [60] metric and stopped
training when it dropped less than 2% within 5000 steps.
The model reached stable convergence after approximately
20 days of training on a server equipped with two NVIDIA
RTX A6000 GPUs, using a batch size of 12.

For attribution computation in image space, we set the
threshold condition parameter α = 0.1, the sample points
K = 30, and the segment number M = 10. This configuration
is sufficient for the attributions to approximate sum up to
the specific output score for our case, i.e., roughly satisfying
the “efficiency” axiom of Aumann-Shapley values as stated
in [14]. For blob attribution computation, we maintain the
same settings while omitting the blob score term in Eq. (6) to
obtain the integration path.

B. Semantic Attribution Explanations

In this section, we discuss our explanation results and
show its effectiveness in identifying defects in the autonomous
driving model. Fig. 5 presents our explanations, which include
a full attribution map, semantic blob maps aligned with a bar
chart detailing the ratios and semantics of blob attributions,
and corresponding semantic attribution maps. The semantic
attribution maps illustrate the contribution of specific image
regions to the driving decision. These maps are generated by
intersecting with the full attribution map and the pixel changes
upon the removal of respective blobs. Additionally, the blob
attributions quantify the impact of respective semantics on the
decision-making process.

Attribution scores provide only partial insights into the
decision-making process; they indicate where the model is
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Fig. 5. Semantic attribution explanations. The characters in the original images stand for the driving decisions: “Forward,” “Brake,” “turn Left,” and “turn
Right.” In each set of explanations, the bottom left displays the full attribution scores. The top right shows the main semantic blobs, which are determined
by blob attributions. The semantics of these blobs, along with their attribution ratios, are detailed in the accompanying bar chart. Corresponding semantic
attributions, which relate to the upper blob maps, are presented in the bottom right.

focusing without specifying what information is actually used.
For instance, in the top left explanation, the full attribution
map highlights several key regions relevant to the decision.
However, it remains ambiguous whether features such as the
road or the curb are decisive in the decision, or to what extent
these objects contribute. Moreover, a full attribution map often
encompasses multiple objects, which can lead to misinterpre-
tations of the explanation. Consequently, the challenging task
of discerning which specific features influence the decision
ultimately falls to the human user, potentially leading to false
conclusions.

By integrating semantics with attributions, we enhance
semantic understanding and bridge the interpretation gap.
In the given example, the blob maps and blob attributions
reveal that the semantics associated with the “Road,” “Left
Curb,” and “Front Car” play crucial roles in the decision-
making process. The corresponding semantic attribution maps
help to localize regions for each relevant semantic, providing
clearer insights into their contributions. Similarly, in the bot-
tom left explanation, it becomes evident that the decision to
“Brake” is due to the presence of cars in three directions.
Without semantic-informed attributions, interpreting a clear
reason for the model decision to “Brake” would be challenging
based solely on traditional attribution scores.

Semantic attributions enable more effective detection of
model biases. For instance, in the bottom right explanation of
Fig. 5, semantic attributions suggest that a green reflection on
a building mistakenly influences the model to decide to move
forward. Remarkably, this reflection is not a traffic light, yet
the model fails to recognize this, indicating a shortcoming
in its ability to recognize contextual nuances. To validate
this observation, we introduce red circles in the front view,
as shown in Fig. 6. The attribution heatmaps indicate that the
red circle regions significantly influence the decision-making
process. However, it remains unclear whether these red circles
represent the semantics of a traffic light for the autonomous
driving model. To clarify this, we generate the semantic
blob maps as shown in the bottom row of Fig. 6. The
blob in these maps corresponds to the traffic light semantic,
confirming that the red circles are mistakenly interpreted as
traffic lights by the model, thus leading to incorrect decisions.
This modification leads to 27.6% of decisions being incorrect
across the validation set. This high rate of mistakes suggests

Fig. 6. Samples leading to erroneous decisions and their attributions. When
red circle perturbations are introduced, the model mistakenly decides to initiate
a braking action. The attribution maps confirm that these misjudgments are
directly influenced by the perturbations, indicating a bias of the model to
specific visual stimuli that can lead to incorrect responses.

that the autonomous driving model relies predominantly on
color and shape, rather than understanding the actual traffic
lights in context. Such a bias could potentially compromise
the model performance and pose risks in practical scenarios.
By leveraging our semantic attribution explanations, we can
identify and understand these biases which could be critical for
the development of DNN-based autonomous driving models.

C. Attribution Semantic Assessment

In this section, we evaluate attribution methods from
a semantic analysis perspective to determine whether they
effectively capture the semantic information inherent in traf-
fic scenes. Our analysis involves a comparison with seven
leading attribution methods: GradShap for autonomous driv-
ing [16], IDGI [28], VisualBackProp [27], GuidedGradCAM
(an advanced version of GradCAM utilized by [44]), Prop-
Shapley [26], AS-QA [14], and LRP-zB [29]. We explore
various computational combinations of LRP using our decision
model. Interestingly, we find that LRP-zB, although originally
designed for the medical domain, adapts well to autonomous
driving models with slight modifications. In particular, our
tests show that the default LRP method struggles to produce
reasonable attribution results in our driving model. Conse-
quently, we opted for LRP-zB in our comparison experiments.
Given that these attributions methods primarily focus on pixel-
level explanations, our comparative experiments are mainly
conducted in image space.

We introduce a property comparison to highlight the dis-
tinctive attributes of different attribution methods as well
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TABLE I
OVERVIEW OF THE RELATED WORKS AND COMPARISON WITH OUR PROPOSAL

as the unique advantages of our proposal inspired by [61].
The results are shown in Table I, where a check mark (

√
)

indicates that the property is fully possessed; a triangle (△)
suggests that the property is partially possessed; and a cross
(×) denotes that the property is not possessed at all. Only
our method incorporates semantic perception directly into the
generation of explanations, enabling it to produce explanations
equipped with semantic understanding. AS-QA can generate
implicit semantic explanations through attribution visualiza-
tion, as discussed in [62]. While most methods can be adapted
to perform blob-level attribution calculations when integrated
with generative models, specific methods like VisualBackProp
and LRP require adjustments to align with the architecture
of the generative models. Furthermore, although all these
attribution methods rely on backpropagation, methods such
as VisualBackProp, PropShapley, and LRP redefine the chain
rule, necessitating individual adjustments to the propagation
rules. This requirement significantly increases the practical
cost and complexity when applying to more sophisticated
models.

Evaluating semantic information is challenging due to the
difficulty in directly linking attributions to semantics within
images. Current attribution explanations primarily emphasize
precise causal computations and overlook the integration of
semantic information. To the best of our knowledge, there is no
existing metric specifically designed to evaluate the semantic
information contained in attribution results. To address this,
we design two metrics for semantic evaluation: one for sce-
narios with segmentation labels and another for cases without.

1) Semantic Assessment for Labeled Data: First, we use
semantic segmentation labels from the BDD dataset to imple-
ment the indirect evaluation metric. Initially, we normalize
the attribution results of various methods to the output score
using the “efficiency” axiom. We then correlate the attribution
coordinates with semantic labels to identify the most critical
semantic labels. If a majority of the methods highlight a
particular label, we consider this semantic element pivotal
for decision-making and exclude the corresponding attribution
scores within this region. This process is repeated to identify
the top 1 to 5 most significant semantic elements using the
remaining attribution scores. We then sum the attribution
values associated with these semantic regions and divide them
by the output score to measure the concentration of attributions
in these areas. Table II show the semantic concentration
results for varying numbers of semantic elements, ranging
from 1 to 5. Larger values signify that the attribution results
are more focused within semantic segmentation regions critical
to decision-making, as defined by the semantic labels of the
BDD dataset. The experimental results show that our method

exhibits superior semantic correspondence among all tested
methods. Our proposed SIAS is available in three versions,
each with different segmentation options: M = {5, 10, 20}.

These results also reveal that using only one semantic
element for evaluation introduces more randomness, dispro-
portionately impacting the performance of certain methods.
For instance, GradShap, typically a strong performer, exhibits
worse results when considering only one semantic element.
Conversely, incorporating three or more semantic elements
diminishes the discriminatory power of the evaluation. This
is because the selected elements often occupy a substantial
portion of an image, leading to high concentration scores for
most methods.

Fig. 7 provides two examples that demonstrate the obser-
vation outlined above. The leftmost column displays the
attribution results, the middle column highlights semantically
contributing semantics, and the rightmost column shows less
contributing semantics. To determine contributing semantics,
we aggregate the attribution results from all methods, con-
sidering a semantic contributing only if multiple attribution
methods agree. Conversely, less contributing semantics are
those detected only by few methods. We can find focusing
solely on the most contributing semantics might involve very
small image regions. For example, in the top row of Fig. 7,
the most contributing semantic element is “traffic light,”
occupying a very small area within the image. Many methods
struggle to precisely localize such small regions, resulting in
poor numerical scores. On the other hand, introducing more
semantics may overly expand the image coverage, causing the
evaluation scores to become too high and lose their discrimina-
tory power. For instance, as shown in the bottom row of Fig. 7,
the semantic regions encompassing “car,” “road,” and “sky,”
collectively cover almost the entire image. This dominance
could potentially undermine the discriminative power of the
evaluation metric. Therefore, based on these observations,
we designate two semantic elements as the major reference for
our evaluation metric. This metric serves as the primary basis
for selecting the most effective method for further experiments.

2) Semantic Assessment for Unlabeled Data: In instances
without available semantic labels, we have developed an
extended evaluation metric. We apply mean shift clustering
to the coordinates of attribution scores exceeding the 0.1%
quantile, identify the centroids, and determine the nearest B
blobs. Removing these blobs results in a modified image
devoid of the identified semantics. We then assess if this
new image alters the model’s decision-making and calculate
the percentage of decisions that change. A change in the
decision indicates that the removed semantics are crucial,
demonstrating that the attribution method not only accurately
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TABLE II
ATTRIBUTION SEMANTIC CONCENTRATION RATIO

Fig. 7. Samples of contributing and less contributing semantic regions.
The attribution values are commonly concentrated on the most important
semantic regions. Notably, in the top row, “traffic light” (labeled yellow) is the
primary contributing semantic element. This highlights that the most important
semantic for decision-making may only occupy a small portion of the overall
image. These images are best viewed on screen.

TABLE III
PERCENTAGE OF CHANGES IN DECISION-MAKING

Fig. 8. User preference on attribution results. Higher values suggest that
users more clearly understand the connection between attribution results and
decision-related semantics, highlighting the effectiveness of the explanations
in practical scenarios.

locates semantic information but also exhibits robust semantic
expressiveness. Conversely, if the decision remains unchanged,
it suggests that the attribution lacks effective semantic expres-
siveness. These results are detailed in Table III.

Lastly, to validate the practical relevance of these find-
ings, we conducted a user study focusing on the semantic

TABLE IV
QUANTITATIVE COMPARISON RESULTS BETWEEN

OURS AND OTHER ATTRIBUTION METHODS

correspondence capabilities of attribution results. We adapted
the classical Saliency method [63] to compute blob attribu-
tions, pinpointing the most significant semantics. Informed
of the decisions influenced by these semantics, we asked
participants to assess whether different attribution methods
localized effectively to these semantics. Participants from
four universities were invited to an online survey, yield-
ing 50 responses. Among these, 19 participants are actively
engaged in autonomous driving research, with 9 possessing
practical driving experience. The remaining 31 participants,
less familiar with autonomous driving, include 11 with driving
experience. This diverse pool of respondents helps us assess
whether different attribution methods effectively detect crucial
semantics in autonomous driving decision-making. Partici-
pants were asked to rank the top three attribution methods,
assigning scores of 3, 2, and 1, respectively. All other methods
received a score of 0. The final scores were then summed
to calculate percentage ratios. The user study results, shown
in Fig. 8, confirm that our method provides clearer semantic
relevance compared to others. This clarity is essential for
autonomous driving models, where precise interpretation of
critical environmental elements ensures safer decision-making.

D. Attribution Result Analysis

In this section, we analyze the attribution results using
several commonly used metrics for comparison. It is impor-
tant to note that there are currently few attribution methods
specifically designed for end-to-end autonomous driving mod-
els. Therefore, for our comparative analysis, all methods
included are re-implemented on our trained autonomous driv-
ing model, adhering to the statements presented in the original
papers. Despite this customization, the datasets and compari-
son metrics used in our experiments are general and publicly
accessible, ensuring that our findings remain relevant and
broadly applicable across the field.

As shown in Table IV, we quantitatively compare our
method with other attribution methods using Area under the
ROC Curve (AUC), Accuracy Information Curve (AIC), Soft-
max Information Curve (SIC) [28], Least-Relevant-Removed-
First (LeRF), and Most-Relevant-Removed-First (MoRF) [64].
The AUC is crucial for assessing the ability to discrimi-
nate between relevant and irrelevant features, a key factor
in safety-critical autonomous systems. A high AUC value
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Fig. 9. Comparison of attribution results using heatmaps. Some misleading attribution results are circled in red. In contrast, our attribution results are better
localized to key regions and reduce irrelevant noise. These images are best viewed on screen.

indicates that the attribution method is effective at rank-
ing features with a high degree of correspondence to the
human-annotated ground truth, meaning that it can reliably
distinguish between more and less important features. AIC
and SIC provide insights into how well an explanation method
can guide the driving model back to high-performance levels
(for AIC) and confidence (for SIC) as essential information
is incrementally reintroduced. Additionally, LeRF and MoRF
evaluate the robustness of attribution methods by observing the
impact of sequentially removing the least and most relevant
features, respectively. Ideally, autonomous driving models
maintaining performance with non-critical features removed
(high LeRF values) and showing significant performance drops
with crucial features removed (low MoRF values) indicate
more accurate and reliable attributions. These metrics col-
lectively assess the overall effectiveness and reliability of
explanation methods in complex decision-making scenarios.

The quantitative results in Table IV corroborate the visual
observations from Fig. 9. Although visually comparing dif-
ferent attribution results in autonomous driving scenarios is
challenging, we could still find some misleading attribution
results, even with some methods that generally perform well.
For instance, the regions marked by the red circles highlight
this issue. Both GradShap and PropShapley generally show
good performance; however, they occasionally yield inaccurate
results, likely because they solely rely on gradient information
and overlook semantic contributions. This focus on gradient
information makes them susceptible to problems like vanishing
gradients and shattering gradients. In contrast, our proposed
method consistently demonstrates strong performance across
both evaluation metrics and heatmap visualization results.

VI. CONCLUSION

In this work, we apply unsupervised learning to develop
a differentiable semantic representation in autonomous driv-
ing scenarios, thereby creating a semantically recognizable
framework for attribution explanation. We further design the
Semantic-Informed Aumann-Shapley (SIAS) method, which

integrates semantic blob scores and discrete gradient to
determine the path of attribution calculation. This enhances
the semantic representational capacity of the attribution
computational model and reduces irrelevant noise in the
attribution results. Multiple qualitative and quantitative exper-
iments demonstrate that our method effectively facilitates
semantic-level explanations and establishes easily understand-
able connections between decisions in autonomous driving and
their attributions.

Despite the advantages mentioned above, our proposal does
have some limitations. The semantic blob generation model
trained only on the BDD dataset, and its effectiveness on
out-of-distribution data remains uncertain. Applying technolo-
gies like AI-generated content to achieve more generalized
semantic encoding in traffic scenarios is a promising research
direction. Additionally, although we have developed evaluation
methods tailored to the properties of attribution semantics,
there remains a notable gap in general metrics for assessing
the semantic information represented by attributions. Further
exploration of more universal evaluation methods for attri-
bution analysis is necessary. It is important to acknowledge
that while our method effectively addresses attribution chal-
lenges in specific autonomous driving models, the emerging
field of multi-agent systems presents new complexities and
demands [65]. Recent research [66] has begun to explore
this area, with a primary focus on counterfactual reason-
ing as a basis for explanation. However, a key challenge
remains: extending attribution methods with robust theoretical
guarantees to encompass a broader range of autonomous
driving models, especially those characterized by multi-agent
interactions. This extension represents a critical frontier in the
quest for more comprehensive and reliable explanations in the
rapidly evolving landscape of autonomous driving.
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